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Abstract

Individuals form inflation expectations differently based on their demographics
and locations. Consequently, different demographic groups respond differently to
sectoral price changes, a fact that we exploit to identify the inflationary impact
of expectations. Our instrument combines national expectations of specific groups
with these groups’ share in regional populations. We find that a one-percentage-
point rise in the expected rate of inflation increases (regional) inflation by 60 basis
points. Interestingly, long-run expectations – say, over 5 to 10 years – don’t seem to
matter much. The estimates are most robust for a particular demographic: younger,
married individuals holding at least a high school diploma. Their expectations
mainly influence the prices of non-durable goods.

JEL Classification: D82; D83; E40; E50

Keywords: expectations, inflation, survey data.

1. Introduction

How do subjective inflation expectations impact inflation rates? When people expect
prices to rise, they act in ways that make prices rise. Businesses set higher prices in
anticipation of higher costs, workers demand higher wages, and consumers buy now rather
than later. However, it is still an open question just how big a role inflation expectations
play in driving inflation.

∗Complete replication and robustness files available at https://github.com/William-
Branch/groupexpects. I am grateful for comments and suggestions from Mary Burke, Michael
Weber, Chris Gibbs, Yuriy Gorodnichenko, Stefan Nagel, Ivan Werning, Jang-Ting Guo, Mari Tanaka,
and seminar participants at U.C. Riverside and the 2023 Workshop on Expectations in Dynamic Macro
Models/Barcelona Summer Workshop.
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Figure 1: Inflation and inflation expectations
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One way to gauge the tie between expected and actual inflation is to measure the
correlation between inflation rates and survey measures of inflation expectations. Since
1978, the University of Michigan Survey of Consumers has been eliciting monthly inflation
expectations from a nationally representative sample of households. There is a tight
positive correlation between survey expectations of twelve-month ahead inflation and
the U.S. inflation rate. However, after including controls, the relationship substantially
weakens. Figure 1 shows the year-over-year changes in the consumer price index (CPI)
alongside what the survey predicted. Figure 1a plots the relationship between aggregate
inflation and mean expectations after controlling for the aggregate unemployment rate and
four lags of inflation. Figure 1b estimates a panel model relating Census regional inflation
to mean regional expectations after controlling for regional unemployment rates, lagged
inflation, and region/time fixed effects. While the unconditional correlation between
inflation and inflation expectations is nearly one-for-one, controlling for other factors
produces a substantially weaker effect. The slope of the regression line is 0.18 and 0.069
in figures 1a-1b, respectively.

An economic interpretation of the regression results in Figure 1 is difficult because
economic theory predicts that inflation expectations are endogenous. The rational expec-
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tations hypothesis holds that expectations are functions of the same state variables as the
data-generating process, and forecast errors are unpredictable. Models of non-rational
beliefs predict that expectations will move, partly, with the shocks driving inflation even
if beliefs are biased and forecast errors predictable (Mavroeidis, Chevillon, and Massmann
(2009)).

The standard empirical strategy to disentangle the causal effects of expectations em-
ploys the New Keynesian Phillips Curve, instrumenting for inflation expectations. Yet,
this approach faces limitations. First, most derivations of the Phillips curve intrinsi-
cally depend on rational expectations, a strong theoretical and empirically contestable
assumption. Second, identification challenges, coupled with the weak instrument prob-
lem, pose additional hurdles to econometric inference (Mavroeidis, Plagborg-Moller, and
Stock (2014)).

Estimates derived from aggregate data may not capture dimensions of cross-sectional
heterogeneity that are important in price-setting. For example, there is evidence that
the extent of price stickiness varies across sectors (Cravino, Lan, and Levchenko (2020);
Boivin, Giannoni, and Mihov (2009); Almas (2012)). Households experience inflation
differently depending on their market baskets and varied prices for the same goods (Ka-
plan and Schulhofer-Wohl (2017), Hobijn and Lagakos (2005)). Differentiated market
baskets lead to heterogeneity in inflation expectations (Angelico and Di Giacomo (2022)).
Expectations are heavily influenced by the prices in a consumer’s market basket, for in-
stance, grocery store prices D’Acunto, Malmendier, Ospina, and Weber (2021); Angelico
and Di Giacomo (2022)). Different demographic groups have distinct market baskets and
inflation expectations (Bryan and Venkatu (2001); D’Acunto, Malmendier, and Weber
(2021); de Bruin, Van Der Klauuw, Downs, Fischhoff, Topa, and Armantier (2010); Das,
Kuhnen, and Nagel (2020)). Similarly, firms’ inflation expectations also reflect their ex-
posure to sector-specific prices (Andrade, Coibion, Gautier, and Gorodnichenko (2021)).
Using the University of Michigan Survey of Consumers’ micro-data, this paper creates an
extended panel to examine how inflation expectations across demographics and regions
influence inflation rates.

A simple model of firm pricing motivates the empirical approach. In this model,
households are not all the same: they prefer different baskets of goods, and these goods
come from various sectors. Within each sector, firms are monopolistic competitors and
can only change their prices occasionally, as in Calvo (1983) and Woodford (2003). Now,
the frequency a firm gets to change its price is not the same across all sectors.

What comes out of this setup? Three main points. First, because households have
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their own preferred baskets of goods they are going to have different expectations about
where inflation is heading. Second, we observe household expectations as a weighted
average of sector-specific inflation expectations. Third, aggregate inflation turns out to
be an average of these different group expectations. For this analysis we are not making
specific assumptions about how exactly people form these expectations. The identifying
assumption is that group expectations reflect the underlying expected sectoral inflation
rates.

The core focus of this paper is the investigation of how inflation expectations influ-
ence inflation rates. Our identification leverages the heterogeneous consumption baskets
across demographic groups, which in turn shapes their distinct inflation expectations.
Utilizing a differential exposure quasi-experimental design, we employ a shift-share instru-
ment (“Bartik-style instrument”), as in Bartik (1991), Blanchard and Katz (1992),Almas
(2012), and Goldsmith-Pinkham, Sorkin, and Swift (2020). This instrument is an in-
teraction between group-level aggregate survey expectations and the respective group’s
regional population share. The crucial assumption is the demographic composition within
regions is orthogonal to unobservable inflationary factors. Though demographics may sort
based on regional price levels, it poses no threat to our identification.

Our empirical results present credible evidence: inflation expectations do indeed el-
evate regional inflation rates. This insight remains robust under multiple controls and
variations in the data and methodology. Contrary to Figure 1, the data reveal a strong,
but still less than one-for-one, pass-through from expectations to inflation; specifically, a
one percent uptick in expected inflation results in a 60 basis point rise in actual regional
inflation.

In an extension to assess long-term inflation expectations—those spanning a 5 to
10-year horizon—the data indicate a significant effect from short-term forecasts but neg-
ligible impact from long-term expectations. This finding challenges prevailing monetary
policy wisdom, which often emphasizes the role of anchored long-term expectations in
maintaining price stability. According to the evidence presented here, the anchoring of
expectations appears to be chiefly relevant when short-term expectations are volatile.

While the empirical framework employed does not account for spatial spillovers in ex-
pectations shocks across regions, it nonetheless is informative. Specifically, cross-regional
analyses identify the inflationary response to changes in expectations, with time-fixed
effects capturing general equilibrium phenomena. The results should be interpreted as
providing a lower bound on the influence of consumer expectations on overall inflation
rates. Utilizing a common effects methodology, as in Pesaran (2006) and Harding and
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Lamarche (2011), we disentangle the contributions of regional and national inflation ex-
pectations to observed inflation. Notably, aggregate expectations exert an influence ap-
proximately 2.5 times stronger than their regional counterparts. Applying this multiplier
to our favored pass-through estimate suggests an aggregate pass-through coefficient of
1.5, aligning closely with the theoretical findings in Werning (2022).

Our analysis further reveals that inflation expectations of married, younger consumers,
with a minimum of a high school education, predominantly drive inflation, most notably
in the non-durable goods sector. These findings not only enrich our understanding of the
transmission channels for monetary policy but also contribute valuable moments for the
calibration of heterogeneous-agent macroeconomic models.

Critics have raised several concerns about the University of Michigan Survey. These
reservations include the survey’s ability to capture genuine expectations, its rotating panel
structure that might introduce selection bias (Binder and Kim (2021)), rising non-response
rates, and the inflation-history-dependent prompting of ’unreasonable’ expectations by re-
spondents. Furthermore, the survey’s focus on price changes rather than aggregate U.S.
inflation is seen as a limitation (Weber, D’Acunto, Gorodnichenko, and Coibion (2022)).
This paper addresses the first four concerns by providing robustness checks, such as uti-
lizing only first-time respondents and different calculations of the shift-share instrument.
The fifth issue is inherent to our empirical strategy, which assumes that respondents’ in-
flation expectations mirror the anticipated changes in their specific consumption baskets.

The remainder of this paper is organized as follows: Section 2 examines the variation in
inflation expectations data crucial for our identification strategy. Section 3 articulates the
empirical model and outlines the identification approach, while Sections 4 and 5 provide
the empirical results.

1.1 Related literature

Using cross-sectional survey data, this paper provides credible evidence that inflation ex-
pectations impact realized inflation rates. An extensive literature seeks to measure the
pass-through using aggregate data and New Keynesian Phillips Curve estimates. This
literature, and its drawbacks, is extensively surveyed in Mavroeidis, Plagborg-Moller, and
Stock (2014). Our outcome measure is realized (regional) inflation, as this is of substan-
tial interest to economists and policymakers. A literature focuses on other outcomes,
presumably correlated with our outcome of interest. D’Acunto, Malmendier, Ospina, and
Weber (2021) find that households with inflation expectations tend to influence portfolio
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allocation decisions. Bachmann, Berg, and Sims (2015) use Michigan survey data to assess
the connection between household readiness to spend and inflation expectations. Burke
and Ozdagli (2022) use survey data to provide evidence linking spending on durable
goods with inflation expectations during the ZLB period in the U.S.. Crump, Eusepi,
Tambalotti, and Topa (2021) use responses to the New York Fed Survey of Consumer
Expectations to estimate the intertemporal elasticity of substitution between expected
consumption growth and the expected real interest rate. Tanaka, Bloom, David, and
Koga (2020) identifies a connection between firm managers’ GDP forecasts and business
decisions. Armantier, de Bruin, van der Klaauw, Topa, and Zafar (2015) find consis-
tency between survey expectations and a financially incentivized experiment. Kuchler,
Piazzesi, and Stroebel (2022) review research that finds a connection between home price
expectations and individual market behavior.

Our empirical approach extends the existing literature that investigates household-
level heterogeneity in consumption baskets and inflation rates. In particular, our study is
closely aligned with Hobijn and Lagakos (2005) and Kaplan and Schulhofer-Wohl (2017),
who used Consumer Expenditure Survey data and Kilts-Nielsen Consumer Panel data,
respectively, to estimate household-level consumption baskets and inflation rates. While
Hobijn and Lagakos (2005) contribute by highlighting that households consume different
bundles of goods—focusing primarily on education, medical services, and energy—Kaplan
and Schulhofer-Wohl (2017) delve into the price differences for the same goods across
stores. Methodologically, our paper differs by employing an instrumental variable that
combines national expectations of specific groups with these groups’ share in regional pop-
ulations, thereby providing estimates of the pass-through effect. Further, like Kaplan and
Schulhofer-Wohl (2017), who consider non-durable goods, our study finds that inflation
expectations predominantly impact non-durable goods among a particular demographic:
younger, married individuals holding at least a high school diploma.

The focus of the results here is inflationary impact of subjective inflation expectations
rather than the determinants of inflation expectations. There is a venerable history docu-
menting failures of rational expectations and evidence for boundedly rational expectations
in survey data. For example, Evans and Gulamani (1984) develops tests for unbiased-
ness, efficiency, and serially uncorrelated forecast errors in survey inflation expectations.
Carroll (2003) similarly rejects rational expectations in the Survey of Professional Fore-
casters. Branch (2004) and Branch (2007) estimate models where survey respondents are
distributed across rational expectations and various alternative adaptive learning rules.
They find time-varying degrees of heterogeneity in the Michigan survey. Coibion and
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Gorodnichenko (2015) and Coibion and Gorodnichenko (2012) find evidence for models
of inattention in expectation formation.

2. Data

Regional inflation is computed from the BLS consumer price index series for all urban
consumers and all items across the four census regions (west, midwest, northeast, and
south).1 The annual inflation rate is the log difference expressed in percentage points.
BLS coverage began in 1966, but the survey data series has been available monthly since
1978. This period covers six recessions, including the disinflation in the early 1980s, the
Great Recession in 2007-2009, the COVID recession, inflationary periods in the late 1970s,
and the post-pandemic era. Regional inflation rates covary, have different variances and
can be quite different during specific periods.

Inflation expectations come from the University of Michigan Survey of Consumers
(“Michigan survey”). The survey has been conducted monthly since 1978 and consists
of 600 or more respondents. Roughly 60% of survey respondents are new to the survey,
while the remaining 40% are re-interviewed for a second time six months after their first
interview. A respondent appears in the survey no more than two times. The sampling
procedure uses the universe of telephone numbers to obtain a nationally representative
sample. Since 2015 this has been the universe of cellular telephone numbers. The re-
interviews are randomly drawn from the numbers of respondents in the survey six months
prior. So, the survey sample is not a balanced panel. The presence of the prior respondents
does raise some concerns. First, telephone response rates are higher for the re-interviews.
Second, there is the possibility of a sample selection bias if the probability of a respondent
appearing a second time in the survey is correlated with their inflation expectations; for
instance, if more accurate forecasters are more likely to participate in the survey again.
Similarly, during the intervening six months, a respondent could become more attentive
to inflation news (Binder and Kim (2021)). The analysis below considers alternative
specifications to address this potential concern.

The Michigan survey asks consumers a wide variety of questions. The two questions
of interest here relate to the expected evolution of prices. In particular, after soliciting a
respondent’s views on whether prices will increase or decrease, they are then asked,

1The Michigan Survey of Consumers does make some studies available with more granular location
identifiers. However, it is impossible to construct a long panel, given the paucity of these studies.
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PX1 By about what percent do you expect prices to go (up/down) on the average, during
the next 12 months?

PX5 By about what percent per year do you expect prices to go (up/down) on the
average, during the next 5 to 10 years?

Responses are in percentage points.2. An ongoing concern with the Michigan survey’s
measure of inflation expectations is the presence of outliers. Throughout the sample, some
survey responses are unreasonable; i.e., deflation rates of 20% or more during the late 1970s
and inflation rates above 50% during the 2010s. As a first principle, the analysis does
not remove outliers. Relatedly, at various points, the survey created or revised prompts
to deliver to those who reported unrealistic inflation expectations. Unfortunately, the
prompt for unrealistic expectations, e.g., 5%, is a function of the recent history of realized
inflation. The analysis will probe the estimates for robustness to outliers, though the
endogenous prompting is a deficiency in survey design.

The identifying assumption in this paper is that different social and demographic
groups have preferences for diverse consumption baskets, which, in turn, influences their
inflation expectations. The Michigan survey records a variety of demographic factors as
well as the household’s Census region. A panel of demographic groups follows the catego-
rization of each of the roughly 273,000 survey responses, from 1978.1-2022.5, into one of
160 categories based on sex, age, education, marital and parental status. Those categories
shown in Figure 2, produce a panel that consists of T = 528 months, N = 4 regions, and
G = 160 groups. For each group, additional survey questions serve as controls. These
questions include household perceptions of the economy, unemployment, personal income,
expected future income, gas price expectations, current household financial status, and
expected household financial status. For each period, each region, and each group, the
average inflation expectation is treated as the unit of observation.3

Figure 3 provides the first snapshot of the variation exploited by the quasi-experimental
design. Each point represents a particular demographic group’s mean inflation expecta-
tions, averaged across regions and time. Groups below 80 are men, and above are women.
Each age group and education level has its color and shape, and women’s higher average
inflation expectations are apparent. Markers are large to represent those groups with
children. The figure also illustrates heterogeneity across age and schooling.

2The bunching of histogram responses around a few integer values could raise concerns about digit
preferencing, however Branch (2007) presents evidence against digit preferencing in the Michigan survey.

3The panel dimensions fit a “small N , big T” setting that raises potential finite sample bias concerns
that the estimation will address.
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Figure 2: Group categorization.
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Figure 3: Group mean price expectations. Groups: men ≤ 80, women > 80. Each marker
is particular group’s sample average inflation expectations. There is evident expectational
heterogeneity across groups.
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There is substantial variation in inflation expectations across time, geographic regions,
and demographic groups. Figure 4 documents the gender variation in the Michigan survey
data. The panel illustrates the notable difference in inflation expectations by men and
women (Bryan and Venkatu (2001)). Outside of the high inflation during the 1970s and
subsequent disinflation, women tend to expect higher inflation rates. Panel (b) plots the
contribution of each region to an unweighted average inflation expectation, with periods
of significant disparity.

Figure 5 aids in visualizing the heterogeneity across various groups. Panel 5a presents
a stacked stream plot of the inflation expectations of each of the 160 groups. Finally,
panel 5b focuses on the ten groups that the empirical analysis identifies as particularly
important and again plots the proportional share of the (unweighted) average. Aggregate
expectations are computed by averaging across regions and groups at each time. The
figure plots the sum of these expectations for each survey month. The height of each
group’s section of the curve represents the average inflation expectation of that group.
The relative height, and share of the sum, for groups’ expectations vary over time. So it is
not just that married women with a college degree have the highest inflation expectations;
at times, they do, and other times they do not.

3. Empirical model

3.1 Motivating theory

A standard model of Calvo pricing, extended to include multiple sectors, multiple groups
of households, and subjective (possibly, non-rational) expectations, shows inflation to be
a weighted average of each group’s inflation expectation. A region is a closed economy
consisting of a continuum of households and firms.4 The households can be classified into
G groups. There are S sectors producing a differentiated consumption good. Each house-
hold decides on a lifetime consumption plan and a basket of goods. Household groups
differ based on their preferences for bundles of consumption goods. Each group con-
sumption basket is a time-invariant fraction of aggregate consumption. The production
of consumption goods follows from a technology aggregating sector-specific intermedi-
ate goods produced by a continuum of monopolistically competitive firms with a linear

4As motivation for the empirical model, the closed economy assumption is without a loss of generality,
and the insights could extend to a currency union. Hazell, Herreno, Nakamura, and Steinsson (2022)
develop such a model and use regional variation to identify the slope of an aggregate Phillips curve under
rational expectations.
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Figure 4: Diversity of inflation survey expectations: gender & regions.
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Figure 5: Diversity of inflation survey expectations: by groups
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production technology using labor as the only input. Intermediate producers in sector
s ∈ S face a Calvo risk that, with probability 1 − λs, the firm will be unable to adjust
its price. The environment is standard with two exceptions: (1.) following Cravino, Lan,
and Levchenko (2020) the extent of price stickiness can differ by sector, and (2.) rational
expectations are not assumed.

As in Cravino, Lan, and Levchenko (2020), there are multiple price indexes. There is
the aggregate price index for consumer goods across sectors, Pt, as well as the household
group g ∈ G price index Pt(g) that represents the cost of consuming group g’s bundle.
Let θ denote the constant elasticity of substitution between goods. Group g’s price index
is defined to be

Pt(g) =

(∑
s

ϕs(g)P
1−θ
s,t

)1/(1−θ)

where ϕs(g) is a group-g specific preference parameter for consumption good s. The
aggregate demand for consumption goods in sector s is

Ps,tCs,t = ωs,t

(
Ps,t

Pt

)1−θ

PtCt

where Pt =
(∑

s ωs,tP
1−θ
s,t

)1/(1−θ). The variable ωs,t is the share of aggregate consumption
in sector s. It is a weighted average across each household group’s preference parameter
ϕs(g), and the weights depend on the group’s relative expenditure share. These weights
are key to expressing the regional inflation rate in terms of the households’ subjective
inflation expectations.

Proceeding in the usual way, a firm producing intermediate goods in sector s, when
allowed to reset prices in time t, optimally adjusts its (log) price according to

p∗s,t − ps,t−1 = (1− βλs)
∞∑
T=t

(βλs)
T−t {(pes,T+1 − ps,t−1

)
+ we

T

}
where (p∗)e denotes a subjective expectation about own future prices, and wt is the
marginal cost (real wage). Price-setting is forward-looking because the Calvo friction
gives a probability 1− λs that prices remain fixed in the next period.

Under rational expectations – or any theory of expectation formation where subjec-
tive beliefs satisfy a law of iterated expectations – the price-setting rule can be written
recursively. However, a specific and simplified assumption on expectation formation is
sufficient to motivate the empirical model. As in Woodford (2013), individuals and firms
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are “anticipated utility” maximizers who may be adjusting (“learning”) their subjective
expectations about inflation over time but assume for current decision-making that ex-
pected inflation would remain at its present rate. Evans and Honkapohja (2001) refer to
this as “steady-state learning.” Letting the current inflation expectation, for sector s, be
denoted as πe

s, it follows that expectations about future prices evolve along a linear time
trend, i.e. pes,t+T = (1 + T )πe

s.5. The inflation rate in sector s is then

πs,t = (1− βλs)
−1 πe

s + xt (1)

where xt is the expected present value of marginal cost factors.

Regional inflation is
πR
t =

∑
s

ωs,tπs,t

and group-specific inflation is
πg
t =

∑
s

ωg
s,tπs,t

Similarly, suppose that each group’s subjective expectation for inflation is an expenditure-
weighted average of expected inflation rates sector by sector. Let Πe′ = (πe(g))Gg=1 ,Π

′
s =

(πe
s)

S
s=1 ,Ω

′
s =

(
(1− βλs)

−1 ωg
s

)S
s=1

, and Ω′ = (Ω(g))g. Then

Πe = ΩΠs (2)

Plugging in for the sector-specific Phillips curves (1) leads to

πR
t = Ω′

sΩ
−1Πe

t + xt (3)

The regional inflation rate is a weighted average of group-specific inflation rates and other
factors that affect prices unrelated to inflation expectations. The weights depend on each
sector’s shares and the region’s group-specific shares.

Similarly, it is possible to differentiate between short and long-run inflation expecta-
tions. Suppose that individuals forecast the one period ahead price as pes,t+1 = πe

t and
then longer horizon expectations as before pes,t+1+T = (2 + T )π̄s, with π̄s denoting the
long-run inflation expectation for goods in sector s. Then

πR
t =

∑
s

ωs,t (1− βλs) π
e
s,t+1 +

∑
s

ωs,t

[
1 + (1− βλs)

−1] π̄s + xt

5A similar simplifying assumption is made by Werning (2022).
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and so
πR
t = Ω̂′

sΩ
−1πe

t + Ω̃′
sΩ

−1π̄ + xt

where Ω̂′ = (ωs(1− βλ))s , Ω̃
′ = [ωs (1 + (1− βλ)−1)].

In conclusion,

• The inflation rate, at a regional level, depends positively on subjective inflation
expectations.

• The identifying assumption is given by (2): group expectations reflect the relative
weight of expected inflation in each sector, with the weights capturing heterogeneity
in consumption baskets.

• The strength of the impact of expectations on inflation depends on the extent of
price stickiness across sectors, household-group preferences for consumer goods in
various sectors, and the distribution of households across the groups in a region.

• Household-group expenditure shares depend on the level of prices but not the rate
of change, i.e., inflation.

• Although a region is a closed economy, inflation could still depend on aggregate
macroeconomic factors, particularly through xt.

• Short and long-horizon expectations have different quantitative effects on regional
inflation.

• The empirical strategy exploits cross-sectional variation in sectoral demand to iden-
tify the effect inflation expectations have on prices.

3.2 Mark ups and demographics

The motivating model introduces consumption heterogeneity via idiosyncratic preference
shocks, with expectations identified through the cross-group heterogeneity in consumption
baskets. However, one potential issue that could challenge the exclusion restriction arises
if different groups pay varied prices for identical goods. This disparity could occur if firms
account for the different willingness to pay across diverse groups. In such a case, regional
variations in mark-ups, as well as pass-through, might become endogenous to the group
distribution.
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Consider the following extension to Anderson, Rebelo, and Wong (2020). There exist
s = 1, . . . , S sectors, g = 1, . . . , G groups, and a continuum [0, n] of retail firms within each
sector. While each firm sells the identical good, they offer a range of amenities (e.g., ease
of parking, self-checkout), resulting in imperfect substitution among the firms’ sectoral
products. Let’s denote Cs,g,t as group g’s consumption of sector s’s goods, formulated as:

Cs,g,t = vγg

[∫ n

0

x
1/vg
sigt di

]vg
(4)

The elasticity of substitution across firms becomes:

− vg
1− vg

(5)

A household of type g, in sector s, will face prices calculated as:

Psigt = vγ/vgg PtC
vg−1/vg
gt x

1−vg/vg
sigt (6)

Consequently, the optimal price will have a constant mark-up vg above the marginal
cost. Therefore, with group-specific elasticities of substitution across goods, it is conceiv-
able that mark-ups and expectation pass-through could correlate with the distribution of
groups across regions.

This concern, however, doesn’t necessarily violate the exclusion restriction. The crucial
point is that the group shares must not correlate with the inflation rate, rather than
the price levels. An acyclical, or mostly time-invariant mark-up, would not pose an
identification problem, as shown by Anderson, Rebelo, and Wong (2020). Nevertheless,
we investigate this possibility in the data and find that mark-ups do not significantly
correlate with group shares.

3.3 Empirical model

The object of interest is inflation expectations’ impact on regional inflation rates. Expec-
tations are endogenous. The identifying assumption is that demographic groups may have
distinct preferences for the goods that make up a consumption basket. Their inflation
expectations reflect the mix of prices in their basket. Interacting regional group shares
with aggregate group inflation expectations instruments for the endogenous expectations.
The empirical strategy is a differential exposure design: we identify the impact of expec-
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tations by measuring how a region’s exposure to aggregate shocks leads to a differentiated
inflation response. Each region has differential exposure to the shocks because of different
population distributions. The identification strategy is valid so long as the demographic
shares satisfy a relevance and an exogeneity condition.

The coefficient of interest is β in the equation

πR
t = δR + βπe

R,t + γ′xR,t + µt + εR,t (7)

where πR
t is the inflation rate in region R at time t, πe

R,t is the expectation of 12-month
ahead regional inflation, xR,t is a vector of controls that includes lags of inflation, εR,t

is the structural disturbance, δR, µt are region and time fixed effects, respectively. The
endogeneity concern is that estimating (7) via ordinary least squares will produce biased
estimates of β because πe

R,t is endogenous. In particular, endogeneity will arise if ex-
pectations respond, after controlling for exogenous covariates xR,t, to the factors driving
εR,t.

A shift-share instrument (“Bartik instrument”) addresses the endogeneity. Recall from
(2) that

πe
R,t =

∑
g

ωR,g,tπ
e
R,g,t

Furthermore, if each region group’s inflation expectation decomposes into aggregate and
idiosyncratic components, then

πe
R,g,t = πe

g,t + uR,g,t

The empirical strategy uses exogenous variation in ωR,g,t to generate differential exposure
to the group-specific aggregate component πe

g,t. The instrument is6

zR,t =
∑
g

ωR,g,tπ
e
g,t

Assuming that ωR,g,t satisfies strict exogeneity and relevance, then the coefficient β

6The instruments are very closely related to inflation expectations. One concern is that, when calcu-
lating πe

g,t, by averaging over all regions when computing the predicted inflation expectation in a region,
the instrument is artificially very highly correlated with the region’s inflation expectations. Accordingly,
the paper reports results using a “leave-one-out” method so that zRT is computed by omitting the region’s
inflation expectations.
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can be estimated via 2SLS:

πR,t = βπe
R,t + γ′xR,t + εR,t (8)

πe
R,t = ζzR,t + ϕ′xR,t + vR,t (9)

The vector of exogenous regressors now includes region and time-fixed effects.

The main potential concern which threatens identification is whether group shares
predict regional inflation rates through channels other than those posited here. The
proposed channel is different group preferences, and the distribution of groups impacts
the level and rate of price changes. That is, the channel is through demand. A reasonable
conjecture is that the distribution of groups is endogenous to a region’s price level, a cost-
of-living measure. However, for identification, it is sufficient that the group shares in a
region are exogenous to the change in prices, i.e., inflation (Goldsmith-Pinkham, Sorkin,
and Swift (2020)). This exogeneity assumption is plausible. However, to make the case
convincing, the empirical analysis measures shares using either the beginning of sample
population distribution or time-varying survey shares. In the former, those shares are not
predictive of the exogenous covariates.

Using the beginning of period shares, and probing the predictive power of those shares,
helps allay concerns over whether regional demographics are endogenous to the inflation
rate. One plausible story could be that younger and more educated groups tend to live
in regions with more dynamic or concentrated industries that experience increasing rates
of price changes. In that case, those beginning-of-period shares would help predict the
other variables that also predict inflation.

In summary, this paper studies the effects of plausibly exogenous shocks to expecta-
tions by regression of regional inflation on the predicted inflation expectations using the
regional group shares and the aggregate inflation expectations for each group. Essentially,
the instrument is a mixed variable that gives the inflation expectations in a region pre-
dicted by the aggregate group expectations. The instrument is valid if the group shares
in each region are uncorrelated with price supply shocks in the region.

3.4 The shift/share instrument

The empirical strategy exploits that U.S. Census regions have different exposure to the
aggregate inflation expectations depicted in Figure 5a. Again, the identifying assump-
tion is that different groups forecast inflation differently, partly because they consume
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different baskets of goods. A shift-share instrument can capture this differential expo-
sure by forecasting the regional inflation expectations predicted by a region’s (plausibly
exogenous) exposure to a group’s aggregate inflation expectations shock. The Bartik in-
strument takes the population share of a particular group in a region and interacts it
with that group’s aggregate inflation expectations. In particular, the shift variable is the
inflation expectations in Figure 5a. The shares, ωR,g,t, capture the share of the population
in region R by group g at time t.

The group share measure is the share of each region’s group during month t, calculated
two ways. The preferred measure, based on convention, is to use time-invariant popula-
tion shares from the beginning of the sample. The U.S. Census January 1978 Current
Population Survey (CPS) provides these measurements by Census region. It seems rea-
sonable to expect these initial population shares to be exogenous to subsequent inflation
shocks and price changes. Indeed, empirically these shares have no predictive power for
the covariates of inflation over the sample period.

The second measure uses shares calculated directly from the Michigan survey. Since
the Michigan survey aims for a nationally representative sample, the shares should only
differ from actual population shares by sampling error, which is plausibly exogenous
with unobserved factors driving inflation. There are two cases to note. First is the re-
interviewing of previous respondents and the potential endogeneity of the response rate.
The robustness of the coefficient estimates to a specification with first-time respondents
only alleviates this concern. Second, it is plausible that an individual may move through
groups over time and in response to a region’s economy and inflation rate. Since the
panel consists of groups rather than individuals, evolving group composition is not a
particularly great concern except for those repeating respondents. Again, robustness to
first-time respondents can address this potential concern.

Figure 6 provides a visual summary of the shares. Panel 6a contains a box plot of
the variation in weights by group and region after averaging over time. Weights vary
between about 0.5% to roughly 5.0%, with many groups comprising about 1% of the
survey sample. Groups below 80 are the “M” side of the tree in Figure 2. Higher numbered
groups are older, more educated, married, and have children. Panel 6b presents the same
box plot using the January 1978 CPS data, capturing the population distribution of these
groups. While the CPS data has richer demographic information, including race, sex, and
gender, these group definitions are the same as in panel 6a. The pattern of the shares is
roughly similar, though because panel 6a averages over the entire sample period, there is
a complete group representation in the shares.
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Figure 6: Calculated group shares.
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(a) Michigan survey shares. Each box plots a given group g’s sample share (%), averaged across
all dates t, for all 4 Census regions R.
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(b) CPS population shares (January 1978). Each box plots a given group g’s population share
(%) according to the January 1978 CPS across all 4 Census regions R.
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Figure 7: Calculated group shares over time. Each box plot contains the group share
distribution in a region at a moment in time. Circles indicate outliers.
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Finally, to give a sense of the panel variation in the Michigan survey, Figure 7 contains
box plots of the group shares for each region and average annual value. The height of
the box plot represents the central tendency and outliers in group shares. The figure
summarizes increasing group diversity in the U.S. over time. More importantly, it is
evident that there is substantial variation in group exposure across time and regions.

4. Impact of one-year ahead inflation expectations
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4.1 Preliminary results

Figure 8 previews and visualizes the empirical estimates to follow. The left panels report
results using the Michigan survey shift-share, while the right is for the CPS shift-share
instrument. The top panels (8a-8b) plot the first stage, and the bottom panels (8c-8d)
visualize the reduced-form regression of regional inflation on the Bartik instrument. In
each panel, the solid line is the linear regression equation. The shift-shares correlate
strongly with the Michigan survey expectations. The Michigan survey-based shift-share
instrument correlates more closely with expectations than the instrument calculated with
CPS78 shares. In both cases, the first stage relationship is as expected: regions exposed
to groups with high national expectations have high regional expectations.

Panels (8c-8d) plot the results from a reduced-form panel regression of the inflation
rate on the predicted inflation expectations. Regardless of the instrument, there is a
strong positive relationship between predicted inflation expectations and inflation.

The rest of the analysis probes the interpretation of the results in Figure 8.

4.2 2sls estimates

Tables 1-2 present the two-stage least squares estimates of the impact that consumer
inflation expectations have on regional inflation rates. The left-hand column details the
coefficient estimate with the Michigan survey measure of group shares. The right col-
umn encompasses the CPS 1978.1 population shares. In both instances, constructing the
instrument uses a regional leave-one-out approach. The results presented include a set
of control variables and region and time-fixed effects—the latter controls for aggregate
business cycle factors common to all regions. The control variables include the regional
unemployment rate, four lags of inflation, expectations about future unemployment, sur-
vey measures for current and anticipated financial well-being and conditions, and regional
expected gas prices.7

Table 1 provides first stage estimates. The Bartik instrument is relevant and has
significant predictive power for inflation expectations. The Durbin-Wu-Hausman test
statistic for endogeneity is 8.074, rejecting the consistency of OLS at a 1% significance
level. The first-stage F-statistic is 52.4, which is significant at the .1% level. While the
identifying variation in the shares is plausibly exogenous to regional inflation rates, in the
case of CPS78, it is possible to probe the exogeneity assumption by examining whether

7The results are robust to instrumenting for unemployment and expected gas prices.
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Figure 8: Inflation expectations and inflation: reduced-form estimates.
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(d) OLS regression: CPS78 shares.
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Table 1: 2SLS: first stage

survey CPS78

Dependent Var.: pe pe

Bartik 0.2474*** (0.0611) 0.4478** (0.1448)

Controls Yes Yes

Fixed-Effects: —————— —————–

REGION Yes Yes

TIME Yes Yes

_______________ __________________ _________________

S.E. type Drisco.-Kra. (L=4) Drisc.-Kra. (L=4)

Observations 1,387 1,387

R2 0.80353 0.80133

Within R2 0.13739 0.12774

Note:
First stage from 2sls panel regression of regional inflation on expected inflation. In the first
stage, the Bartik instrument is a good predictor of inflation expectations. Instruments
computed using a leave-one-out procedure. Survey is the shift-share instrument using
Michigan survey shares. CPS78 is constructed from the 1978.1 CPS.

1 Signif. codes: * = .05; ** = .01; *** = .001.
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Table 2: 2SLS: coefficient estimates

survey CPS78

Dependent Var.: RegInf RegInf

pe 0.3351* (0.1406) 0.5465** (0.1939)

Controls Yes Yes

Fixed-Effects: —————- —————–

REGION Yes Yes

TIME Yes Yes

_______________ ________________ _________________

S.E. type Dris.-Kra. (L=4) Drisc.-Kra. (L=4)

Observations 1,387 1,387

R2 0.95399 0.93969

Within R2 0.55429 0.41579

Note:
Coefficient estimates from 2sls panel regression of regional inflation on expected infla-
tion. Instruments computed using a leave-one-out procedure. Survey is the shift-share
instrument using Michigan survey shares. CPS78 is constructed from the 1978.1 CPS.

1 Signif. codes: * = .05; ** = .01; *** = .001.
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those 1978 population shares are predictive of the regression covariates. In each case,
there is no significant correlation between the covariates and the CPS group shares, and
the regression coefficients are economically close to zero.

The second stage estimates in Table 2 identify a significant and positive effect from
subjective inflation expectations to inflation rates. Using the Michigan survey shares, the
estimated coefficient is 0.3351, so a 1% increase in the average expected inflation rate in a
region would lead to a 34 basis point increase in that region’s inflation rate. The estimated
coefficient is significant at the 5% level. The estimated effect is stronger using the CPS
1978.1 population shares. The estimated coefficient is 0.5465, at a 1% significance level.
Here, the pass-through from inflation expectations to inflation is greater than 1/2.

When comparing the 2sls coefficient estimates to those in Figure 1b, OLS estimates,
where the correlation between inflation expectations and inflation was around 0.06, are
biased downwards. The empirical model does not account for spatial spillovers. Much like
the literature on regional fiscal multipliers, after accounting for cross-regional spillovers
– an increase in inflation expectations in one region also impacts the demand for goods
produced in a different region – the aggregate impact of expectations is stronger than
the regional effect. In Figure 1a it was seen that the correlation between aggregate
inflation expectations and aggregate inflation rates is 0.18. A similar magnitude in the
2sls estimates would imply a pass-through of approximately 1.0− 1.6.

The coefficient estimates are in line with the theoretical analysis in Werning (2022),
which studies pass-through in a variety of conventional pricing models with time-dependent
price rigidities while not making a priori assumptions about the formation of subjective
inflation expectations. While the pass-through from expectations to inflation can take
any positive value, Werning (2022) shows that for the Calvo and Taylor models of price
stickiness, that pass-through should be in the range [1/2, 1], and possibly above one in a
more general framework. While the regional estimates in Table 2 are on the lower end,
or slightly below, of this range, after accounting for regional spillovers, the estimates are
in line with the theoretical predictions.

The panel data is susceptible to a potential finite sample bias. Of particular concern
are the data’s “small N/big T” dimensions. Table 3 applies a split-sample jackknife bias
correction (Fernandez-Val and Weidner (2018)). After correcting for finite sample bias in
both the cross-section and time dimensions, the estimated effect of inflation expectations
increases slightly. Table 3 provides the preferred estimate: a 1% increase in inflation
expectations leads to a 60 basis point increase in (regional) inflation.
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Table 3: Bias Correction

survey shares CPS78 shares

coeff. 0.3695 0.6000

se 0.1406 0.1939

Note:
Applies the split-sample jacknife
bias correction to the 2sls coeffi-
cient estimates. The column “sur-
vey shares” computes shares from
Michigan survey,“CPS78 shares”
uses the CPS 1978.1 shares.

Another way to measure the impact of expectations is by estimating an impulse re-
sponse function. The empirical model is not a vector autoregression, but a local projections
approach can estimate the impulse response function.8. The impulse response function
comes from running 2sls regressions of the form

Etπ
R
t+h = δR,h + βhπ

e
R,t + γ′

hxR,h + µt,h + εR,h,t

for horizons h = 1, ..., H . The impulse response function then is given by (βh)1≤h≤H . The
estimates are provided in Figure 9.

On impact, inflation expectations have a significant positive effect on inflation. There
is a cyclical dampening process that is mean-reverting within 12 months. However, the
confidence bands are wide in future quarters and cannot rule out any lingering impacts.
Thus, the estimates suggest a moderate contemporaneous response to inflation from a
shock to inflation expectations. The lack of a strongly persistent expectation effect could
reflect the specific U.S. inflation history. It would be interesting to extend the analysis to
countries with persistent or volatile inflation.

4.3 Identification and interpretation

The identifying assumption is that a group’s subjective inflation expectations are a weighted
average of the expected sector-specific inflation rates, with the weights reflecting in part

8See Jorda (2005).
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Figure 9: Impulse responses
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that groups have heterogeneous consumption baskets. Equation (3) suggests the pres-
ence of heterogeneous treatment effects from group-specific inflation expectations. The
empirical procedure exploits the heterogeneity in group inflation expectations and plausi-
bly exogenous variation in group shares to instrument for regional inflation expectations.
While there are 160 different groups, their group shares can vary across regions and time,
so economically, some groups may be more important than others. The interpretation
of the identifying variation compares regional inflation and expectations in regions with
differing degrees of exposure to these critical groups. This section explores these obser-
vations.

Goldsmith-Pinkham, Sorkin, and Swift (2020) exploits that the Bartik instrument
estimate is a weighted average of many just identified instruments. They exploit that
fact to calculate the estimation weights (“Rotemberg weights”) to understand better the
variation driving identification. The analysis here applies the approach developed in
Goldsmith-Pinkham, Sorkin, and Swift (2020). The Rotemberg weights arise from the
decomposition

β =
∑
g

αgβg
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Table 4: Top 10 weighted groups: CPS shares

group id AggAlpha AggBeta

Ml,25-34,c+,M,K 0.0302 1.5840

Ml,25-34,h.s.,M,K 0.0262 1.5261

Fl,35-49,c+,M,K 0.0253 1.6094

Fl,25-34,c+,NM,NK 0.0245 1.6050

Fl,25-34,s.h.s.,M,K 0.0241 1.7630

Fl,25-34,h.s.,M,K 0.0236 1.4261

Ml,25-34,h.s.,M,NK 0.0230 1.5975

Ml,35-49,c+,NM,NK 0.0225 1.4780

Ml,25-34,c+,NM,NK 0.0223 1.3878

Fl,18-24,c+,M,K 0.0223 1.8076

Note:
Group labels ordered: sex, age, educ., mar-
ital, children. Top-10 weighted groups ac-
cording to the “Rotemberg” weights as in
Goldsmith-Pinkham, et al (2020).

where βg is the just identified estimate for group g. The weight αg is the sensitivity of the
overall estimate β to bias emanating from misspecification in a group g. That is, the αg’s
give us a measure of which groups are most driving identification and, formally, which
groups to probe for endogeneity in the instrument.

Tables 4-5 detail the 10 groups with the highest Rotemberg weights, αg. Table 4
is for the case where the instrument is the CPS shares, and Table 5 uses the Michigan
survey shares. The table also lists the just-identified estimate for these top 10 groups.
In both cases, the highest weighted groups are mostly younger with high school or above
education. In the case of the CPS estimates, the highest weighted groups are 25-49 years
old, and 6 of the groups have college degrees. Seven of the groups have been married with
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Table 5: Top 10 weighted groups: Michigan shares

group id AggAlpha AggBeta

Ml,18-24,h.s.,M,NK 0.0330 1.5574

Ml,25-34,h.s.,M,NK 0.0177 1.7646

Ml,18-24,c+,M,NK 0.0174 1.5920

Fl,18-24,s.h.s.,M,NK 0.0160 1.4804

Ml,18-24,s.c.,M,NK 0.0155 1.4664

Ml,18-24,h.s.,M,K 0.0149 1.6477

Fl,18-24,h.s.,M,NK 0.0146 1.6288

Fl,18-24,s.c.,M,K 0.0146 1.6878

Ml,35-49,s.c.,M,NK 0.0146 1.4254

Fl,25-34,h.s.,M,NK 0.0141 1.8965

Note:
Group labels ordered: sex, age, educ., mar-
ital, children. Top-10 weighted groups ac-
cording to the “Rotemberg” weights as in
Goldsmith-Pinkham, et al (2020).
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children. Using the Michigan shares instrument, Table 5 shows that the top-10 groups are
even younger than those identified by the CPS instrument. Most groups are 18-24, with
one 25-34 and one 35-49. These groups also have at least a high school degree, though
using the Michigan survey shares, 5/10 of the top groups have a high school degree, 3
have some college, and 2 have college degrees or more. Almost all of these groups are
married without children.

If the estimates in Table 2 capture heterogeneous treatment effects across groups, then
it is not surprising that the two different Bartik instruments estimate different treatment
effects. The Michigan shares instrument can capture shifting demographic trends in the
U.S., whereas the CPS share instrument exploited differential exposure to population
shares in 1978. In both cases, the group-specific effect βg is positive and significantly
above 1 for these heavily weighted groups.

Table 6 looks at the group weights for broader demographic groups. Reported is the
sum of the αg’s for broader groups classified by just one demographic characteristic, e.g.,
sex, age, or education. Regardless of the instrument, men are weighted slightly above
women, and groups above 50 receive a small share of the weights. In the CPS share
instrument, as seen in Table 4, the 25-34 age group is most heavily weighted, followed by
35-49, then 18-24. In the Michigan survey, the Rotemberg weights are declining mono-
tonically with age. The CPS share instrument weights those with a college degree more
heavily, while the Michigan survey is roughly equally sensitive to those with a high school
or college degree.

Figures 10-11 provide a graphical interpretation of these heterogeneous effects. Figure
10 plots the βg against the corresponding first stage F-statistic Fg. The circles denote
estimates with positive αg, and the triangles are the negative weights. The size of the
points reflects the Rotemberg weight. So, the large circles correspond to the top-10 groups
in Table 5. Finally, the dashed line is the estimated average treatment effect. Notice that
there are few negatively weighted groups, so it is natural to interpret the estimate as
capturing a heterogeneous treatment effect. Second, the most heavily weighted estimates
reflect groups with significant pass-through but still lie relatively close to the average
effect.

Meanwhile, Figure 11 plots the Rotemberg weight for each month in the sample.
Rather than summing Rotemberg weights across groups, one can also calculate which
particular periods provide most of the identifying variation. Given U.S. macroeconomic
history, the estimation weights in Figure 11 align with what we expect. The highest
weighted periods are at the end of the 1970’s Great Inflation and the subsequent Volcker
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Table 6: Rotemberg weights for broad demographic groups.

shares Women Ages 18-24 Ages 25-34 Ages 35-49 Ages 50-64 Ages 65+ w/h.s. college +

CPS 0.474 0.245 0.348 0.276 0.094 0.037 0.345 0.400

Michigan 0.413 0.333 0.296 0.148 0.113 0.064 0.279 0.261

Note:
Table reports fraction of overall Rotemberg weights attributable to a broader categorization of demo-
graphic groups. This table gives indication of which broad groups are key to identification.

disinflation. The other heavily weighted periods are the Great Recession (2007-2009)
and the post-pandemic accelerating inflation. These weights are sensible and help give
confidence in the overall empirical strategy.

From these findings, it is reasonable to conclude that the estimated impact of expec-
tations on inflation reflects a weighted average of heterogeneous groups. Those groups
that receive the most weight tend to be younger, married, and with at least a high school
degree. The identifying variation is also driven strongly by volatile periods, suggest-
ing non-linearities in mapping inflation expectations to outcomes. By seeking exogenous
variation in inflation expectations, the approach here is silent on the self-referentiality
of inflation, the impact of expectations on inflation, and then inflation on expectations.
However, the time-varying estimation weights seem consistent with non-linear models of
endogenously heterogeneous expectations as in Branch (2004), Brock and Hommes (1997).

4.4 Probing identification

Identification in this study relies on the exogeneity of demographic group shares to regional
inflation. The identifying assumption is that the effect of greater exposure to a specific
group on inflation is solely through inflation expectations and not through any other
channels. To assess the validity of this assumption, two approaches are taken. First, the
relationship between demographic group-level distributions at the state level and factors
potentially correlated with price shocks are examined. Second, the lack of a significant
relationship between regional markups and group shares is investigated.

The underlying model incorporates consumption heterogeneity through idiosyncratic
preference shocks, with expectations identified through cross-group variation in consump-
tion baskets. However, if different groups pay different prices for identical goods due to
their differing willingness to pay, the exclusion restriction may be challenged (see, Sec-
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Figure 10: Estimation weights across groups: Michigan shares. Scatter plot of each
group’s first stage F-statistic against its just-identified effect. The size of the circle rep-
resents the Rotemberg weight. The largest circle are the top-10 groups. Triangles denote
negative weights.
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Figure 11: Estimation weights across time.
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Table 7: Markups and groups

term estimate std.error statistic p.value

prop -0.276019 0.1664706 -1.658065 0.0983894

Note:
Dep. variable = 1978 markups by state. Indep.
variable = top 10 group shares by state.

1 Signif. codes: * = .05; ** = .01; *** = .001.
* The R2 value is 0.009423.

tion 3.2) . In such cases, regional variations in markups and pass-through could become
endogenous to the group distribution. If markups and expectation pass-through correlate
with the distribution of groups across regions, it does not necessarily violate the exclusion
restriction, as long as group shares do not correlate with the inflation rate.

To explore this possibility, the relationship between markups and group shares across
regions is assessed using state-level data. A proxy for markups is constructed using la-
bor’s share of output from the state-level data set in Nakamura and Steinsson (2014).
The analysis focuses on key groups identified as important in driving the measured ef-
fect: see Table 4. As a visualization, Figure 12 scatters state-level CPS group shares and
markups. Not all groups are in all states in the 1978.1 CPS, so the figure focuses on
those key groups in all states. The scatterplot of state-level shares and markups indicates
an overall downward-sloping trend, with only a few cases of upward-sloping trend. Thus,
states with a greater concentration of the key groups also have lower mark-ups. Moreover,
the estimated relationship between markups and shares is mostly statistically insignifi-
cant. Similarly, panel regression analysis with group fixed effects reveals a non-significant
negative slope. The small R-squared value indicates that shares do not strongly predict
state-level markups.

An additional concern is the strict exogeneity assumption for shares. Recall that the
identifying assumption is that the measured effect of greater relative exposure of one group
only inflation through inflation expectations, and not through another channel. To probe
the identifying assumption, the state-level CPS shares are regressed on factors likely to be
correlated with price shocks, such as the producer price index, unemployment rate, and
state-level household personal income. Of particular interest, is whether producer price
index – a factor likely to be correlated with price shocks – predicts initial group shares.
Table 8 presents the results from a panel regression of CPS shares on the correlates and
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Figure 12: Markups in 1978.1 across states and key groups. Each panel is a scatter plot
of a key group’s state population share in CPS 1978.1 and that state’s markup.
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Table 8: State level shares and characteristics

All shares Top-10 shares All Bartik Top-10 Bartik

PCPI -0.000002 (0.0000) 0.000001 (0.0000) -0.000015 (0.0001) 0.000007 (0.0000)

UR 0.000853 (0.0218) -0.000506 (0.0010) 0.010076 (0.1067) -0.002593 (0.0051)

STHPI 0.000038 (0.0047) 0.000091 (0.0002) 0.000928 (0.0231) 0.000381 (0.0010)

R2 0.000012 0.005455 0.000022 0.011267

Note:
Each column represents OLS regression output from regressing subsets of 1978 shares,
or Bartik instrument, on producer price index (PCPI), the unemployment rate (UR),
personal income (STHPI). Standard errors are in parentheses.

including state-level fixed effects. The results show no significant relationship between
the 1978 CPS shares and these correlates of price shocks, providing confidence in the
exogeneity assumption.

4.5 Sectoral inflation

Table 9 estimates the pass-through from expectations onto broad sectoral inflation within
each region. The largest components in the CPI are commodities (goods) and services.
Commodities consist, broadly, of non-durables and durables. Although there are various
ways to break down services, the I.V. estimates in this section cover all services minus
food/energy and medical services. Findings by D’Acunto, Malmendier, Ospina, and We-
ber (2021) suggest pass-through should be strongest for non-durables, also the largest
commodity component in the CPI basket. Housing services are the largest component.
Component weighting in CPI baskets varies across regions.

The estimates in Table 9 indicate that the effect from inflation expectations is stronger
for commodities than services and most robust for non-durables. There is no meaningful
effect on durables. Though the effect is not precisely measured, there is a more minor
and positive effect on services. Further, among the service components, the effect is
most substantial for services minus housing services. The estimates for commodities and
non-durables are above one and measure a substantially more substantial effect than for
overall inflation. This finding is consistent with the earlier results measuring an average
treatment effect across heterogeneous sectors.
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Table 9: 2SLS by component inflation

Commodities Services

commodities non-durables durables services services-house services-med.

Dependent Var.: commod. infl. non-dur. infl. dur. infl. serv. infl. serv.-rent infl. infSlm

pe 1.168** (0.4081) 1.601** (0.5532) -0.1465 (0.2294) 0.1985. (0.1047) 0.3198. (0.1715) 0.2012. (0.1107)

Controls Yes Yes Yes Yes Yes Yes

Fixed-Effects: —————- —————- —————- —————- —————- —————-

REGION Yes Yes Yes Yes Yes Yes

TIME Yes Yes Yes Yes Yes Yes

_______________ ________________ ________________ ________________ ________________ ________________ ________________

S.E. type Dris.-Kra. (L=4) Dris.-Kra. (L=4) Dris.-Kra. (L=4) Dris.-Kra. (L=4) Dris.-Kra. (L=4) Dris.-Kra. (L=4)

Observations 1,403 1,403 1,403 1,403 1,395 1,403

R2 0.93427 0.90606 0.98658 0.95034 0.93093 0.94738

Within R2 0.13477 0.06298 0.63567 0.75580 0.52618 0.75965

Note:
Reports panel regression results where the outcome variable is component inflation. Commodities include all non-durable and durable goods. Services-housing and services-med. remove housing and
medical services, respectively.

4.6 Alternative estimates

As previously mentioned, there are potential concerns with the data. Table 10 presents
alternative estimates that address these concerns. Throughout, the Bartik instrument
uses Michigan survey shares.

The first two columns filter out specific survey responses. The first column, labeled
“small”, removes outliers from the empirical analysis. In particular, survey forecasts
that are greater than ±25%. The estimated effect is stronger than the baseline and still
significant at the 1% level. The estimate without outliers is not preferred, however, as
there is no good reason to omit survey expectations that are large in magnitude. Strong
responses to subjective beliefs could significantly impact those consumers’ behavior. The
second column (“first-only”) removes those survey respondents interviewed for a second
time, roughly 40% of the sample. The concern is that these respondents differ from those
participating the first time. While the estimate is still significant, the effect size is close
to the OLS estimate.

The final two columns in Table 10 construct the dependent variable and instrument
differently. The third column (“state-CPI”) constructs the regional inflation measure
using the state CPI measures developed by Hazell, Herreno, Nakamura, and Steinsson
(2022). The regional CPI measures from the BLS are monthly for a shorter period than
the length of the Michigan survey. The regional inflation constructed by state-level CPI
aligns with the sample periods. A regional CPI emerges as a weighted average of the CPI
for each state in a region, where the weights are the state’s consumer expenditure share
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Table 10: Alternative estimates

small first-only state-CPI lag michigan shares

Dependent Var.: RegInf RegInf RegInf RegInf

pe 0.6659** (0.2545) 0.5844 (0.4749) 0.7062* (0.3434) 0.6409* (0.2938)

Controls Yes Yes Yes Yes

Fixed-Effects: —————– ————— —————- —————-

REGION Yes Yes Yes Yes

TIME Yes Yes Yes Yes

_______________ _________________ _______________ ________________ ________________

S.E. type Drisc.-Kra. (L=4) Dri.-Kra. (L=4) Dris.-Kra. (L=4) Dris.-Kra. (L=4)

Observations 1,387 1,387 1,402 1,387

R2 0.93328 0.91289 0.91859 0.93068

Within R2 0.35365 0.15621 0.24452 0.32850

Note:
Reports panel regression results for a variety of alternative specifications. “small” removes large survey responses. “first” includes only first-time
survey respondents. “state-cpi” measures regional inflation by aggregating state-level CPI’s. “lag michigan shares” instruments with 12 month
lagged survey shares.

in the region. One downside to this alternative inflation measure is that the state level
CPI’s in Hazell, Herreno, Nakamura, and Steinsson (2022) do not include all of the states
in each region for the entire sample requiring some interpolation. Table 10 illustrates that
the alternative regional inflation measure does not impact estimation. Finally, the last
column instruments for inflation expectations with a twelve-month lag of Michigan shares.
If one is concerned that the contemporaneous Michigan survey measures – meant to be
nationally representative by the survey design – may not be strictly exogenous. However,
the CPS 1978.1 population shares being time-invariant, the lagged share measure is a
compromise. The effect lies in the middle of the baseline estimates, as expected.

4.7 Common Effects

The estimates presented do not account for two potentially important channels for expec-
tations. First, national firms may set a common national price for their goods (DellaVigna
and Gentzkow (2019)). Second, aggregate spillovers could produce correlated common
time-fixed effects. To gauge these potential impacts, this section estimates the following
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model:

πR,t = βπe
R,t + γ′xR,t + ϕπe

t + vR,t

vR,t = λ′
RFt + ϵRt

πe
R,t = ζzR,t + ϑπe

t + Λ′
RFt + uR,t

The model, based on Bai (2009) and Pesaran (2006), develops a multi-factor error struc-
ture in order to use interactive effects and to control for common aggregate effects, here
via the aggregate inflation expectations πe

t . Harding and Lamarche (2011) implement
a version of Pesaran (2006) that accommodates endogeneity of πe

R,t with a suitable two-
stage least squares estimator. This framework captures the separate effect from a national
pricing strategy as well as cross-sectional exposure to aggregate effects via the interactive
fixed effects. The observable common effect πe

t is measured as the median inflation ex-
pectation in the St. Louis Federal Reserve Bank’s FRED database.9 Augmenting the 2sls
regression with cross-sectional averages of the explanatory variables proxies for the inter-
active fixed effects and addresses the usual endogeneity concern as well as the correlation
between the fixed effects and πe

R,t.

Table 11 report the second stage coefficient estimates, reported with a jackknife bias
correction. In comparison to Table 3, the estimated impact of regional inflation expecta-
tions is smaller after accounting for aggregate inflation expectations and interactive fixed
effects. The estimated aggregate pass-through to regional inflation is the sum of the coef-
ficient estimates β̂ + ϕ̂ = 0.691. Moreover, the impact of aggregate inflation expectations
πe
t is roughly twice as strong as the regional inflation expectation πe

R,t.

Interpreting the estimates in 11 require some caution. Pesaran (2006) and Harding and
Lamarche (2011) show that estimates of β are unbiased as the number of regions become
large. It is also not obvious that the jackknife correction employed to for comparability
to Table 3 is the appropriate one for finite sample bias with interactive fixed effects and
endogenous regressors. However, if one accepts the relative magnitude of ϕ vis a vis β,
and applying that to the estimates in Table 3, then the aggregate pass-through measure
is 1.8. This larger effect is in line with the range reported in Section 4.2.

9FRED code: “MICH”.
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Table 11: Aggregate pass-through

no controls controls

πe
R coeff. 0.1852 ** 0.3191 **

πe coeff. 0.9688 * 0.8096 *

Note:
Estimates pass-through of regional infla-
tion expectations and median national
expectations using the IV common ef-
fects estimator with integrative fixed ef-
fects. The first column excludes exoge-
nous controls. The second column in-
cludes controls. Applies the Jacknife
bias correction.

1 sign. levels: ** = 0.05, * = 0.10

5. Impact of five-year ahead inflation expectations

Having quantified the impact of one-year ahead inflation expectations on regional inflation
rates, let us measure the relative contributions of short versus long-run expectations. The
Michigan survey also asks consumers about their expectations of inflation over the “next
5-10 years.”

Figure 13 plots the corresponding reduced-form estimates for long-run expectations.
Instrumenting is now for both short- and long-run expectations, using the Michigan survey
shares and the CPS 1978.1. The top panel plots the 5-10 year Bartik instrument against
5-10 year ahead inflation expectations. As before, the instrument correlates tightly with
long-horizon expectations. The bottom panel plots the reduced-form regression of regional
inflation on the long-horizon instrument. Here that relationship is negative, and the slope
of the regression line is flat.

The 2sls estimates in Tables 12-13 confirm the reduced-form findings. In the first stage,
the short- and long-run instruments are relevant for both short- and long-term inflation.
The long-horizon instrument has no predictive power for short-run expectations. In the
second stage (Table ??), the coefficient estimates on short-run expectations are virtually
identical to the preferred estimates. Long-horizon expectations have a small negative
impact that is not statistically significant.
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Figure 13: Long-run inflation expectations: reduced-form estimates.
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Table 12: 2SLS with short and long expectations: first stage

survey short pe survey long pe CPS78 short pe CPS78 long pe

Dependent Var.: short-run pe long-run pe short-run pe long-run pe

Bartik_bench_out 0.2487*** (0.0607) 0.2299 (0.1660)

Bartik5_bench_out -0.0042 (0.0101) -0.1703** (0.0554)

Bartik 0.4422** (0.1423) 0.0549 (0.3573)

Bartik5 0.0108 (0.0209) -0.2662* (0.1275)

Controls Yes Yes Yes Yes

Fixed-Effects: —————— —————— —————– —————–

REGION Yes Yes Yes Yes

TIME Yes Yes Yes Yes

_________________ __________________ __________________ _________________ _________________

S.E. type Drisco.-Kra. (L=4) Drisco.-Kra. (L=4) Drisc.-Kra. (L=4) Drisc.-Kra. (L=4)

Observations 1,387 1,387 1,387 1,387

R2 0.80356 0.40225 0.80139 0.39883

Within R2 0.13753 0.04049 0.12800 0.03500

Note:
Reports first stage from a panel regression with instruments for short and long expectations. Survey is the shift-share instrument using Michigan survey shares.
CPS78 is constructed from the 1978.1 CPS.

1 Signif. codes: * = .05; ** = .01; *** = .001.

One might wonder if long-horizon expectations can ever proxy for short-run expecta-
tions and identify an effect acting on inflation. Tables 14-15 show that, again, there is no
effect running from long-horizon expectations to inflation. While the estimated sign for
long-horizon expectations is again positive, it is close to zero and insignificant.

The results on long-run expectations hold broader implications for monetary policy
and the modeling of inflation expectations.

6. Conclusion

The role played by inflation expectations in the data-generating process for inflation, and
other macroeconomic outcomes have been, and remains, a key question for researchers
and policymakers. In part, many economic decisions by households and firms depend
on expectations about the future path for prices and real interest rates. The quantita-
tive impact of shocks to inflation expectations remains an open question. The standard
econometric approach is to derive a New Keynesian Phillips Curve, assuming rational
expectations and estimating the slope and pass-through from expectations after instru-
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Table 13: 2SLS with short and long expectations: coefficient estimates

survey CPS78

Dependent Var.: RegInf RegInf

short-run pe 0.3490* (0.1428) 0.5396** (0.1930)

long-run pe -0.0193 (0.0451) -0.0372 (0.0747)

Controls Yes Yes

Fixed-Effects: —————- —————–

REGION Yes Yes

TIME Yes Yes

_______________ ________________ _________________

S.E. type Dris.-Kra. (L=4) Drisc.-Kra. (L=4)

Observations 1,387 1,387

R2 0.95278 0.93845

Within R2 0.54258 0.40381

Note:
Coefficient estimates with instruments for short and long expectations. Survey is the
shift-share instrument using Michigan survey shares. CPS78 is constructed from the
1978.1 CPS.

1 Signif. codes: * = .05; ** = .01; *** = .001.
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Table 14: 2SLS with long expectations: first stage

survey CPS78

Dependent Var.: long-run pe long-run pe

Bartik5 1.012*** (0.0357) 0.8641*** (0.0730)

Controls Yes Yes

Fixed-Effects: —————– ——————

REGION Yes Yes

TIME Yes Yes

_______________ _________________ __________________

S.E. type Drisc.-Kra. (L=4) Drisco.-Kra. (L=4)

Observations 1,387 1,387

R2 0.60723 0.44158

Within R2 0.36952 0.10361

Note:
First stage with long expectations only. Instruments computed using a leave-one-out
procedure. Survey is the shift-share instrument using Michigan survey shares. CPS78 is
constructed from the 1978.1 CPS.

1 Signif. codes: * = .05; ** = .01; *** = .001.
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Table 15: 2SLS with long expectations: coefficient estimates

survey CPS78

Dependent Var.: RegInf RegInf

long-run pe 0.0068 (0.0087) 0.0341 (0.0247)

Controls Yes Yes

Fixed-Effects: ————— —————

REGION Yes Yes

TIME Yes Yes

_______________ _______________ _______________

S.E. type Dri.-Kra. (L=4) Dri.-Kra. (L=4)

Observations 1,387 1,387

R2 0.96000 0.95829

Within R2 0.61252 0.59600

Note:
Coefficient estimates with long expectations only. Instruments computed using
a leave-one-out procedure. Survey is the shift-share instrument using Michigan
survey shares. CPS78 is constructed from the 1978.1 CPS.

1 Signif. codes: * = .05; ** = .01; *** = .001.
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menting for expectations. Drawbacks to the standard approach are that it requires explicit
assumptions about how people form their inflation expectations and then finding a good
instrument that overcomes a weak instrument problem.

This paper, instead, uses survey expectations and exploits the rich micro-data and
heterogeneity in the Michigan survey to identify the impact of subjective inflation expec-
tations on inflation outcomes. The empirical strategy begins with the observation that
survey inflation expectations vary across demographic groups. The identifying assump-
tion is that different household groups consume varied bundles of consumption goods and
their inflation expectations reflect, in part, the price change in their market basket. From
this identifying assumption, a quasi-experimental differential exposure arises naturally.
A shift-share instrument (“Bartik instrument”) forecasts expectations in a region as the
expectations of a demographic group at the national level interacted with that group’s
population share in the region. The empirical strategy exploits the cross-region hetero-
geneity in demographic groups and the heterogeneity in expectations across groups. The
shift-share instrument is plausibly exogenous as the group shares are uncorrelated with
the other exogenous regressors that predict regional inflation.

The estimates identify a positive impact from inflation expectations to (regional) in-
flation. The identified effect is several times stronger than estimated by ordinary least
squares, and the preferred estimate finds a significant positive effect. However, the pass-
through from expectations to inflation is below one: a one percentage point increase in a
region’s inflation expectations will lead to a 60 basis point increase. The estimate does
not account for cross-regional spillovers, which would likely strengthen the pass-through
above one. Interestingly, one-year-ahead inflation expectations matter, and long-horizon
expectations play no economically or statistically significant role. The identifying varia-
tion comes from (1.) groups of married households aged 18-39 with at least a high school
degree and (2.) during periods of high inflation volatility such as 1978-82, 2007-2009, and
the post-pandemic 2021-22.
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